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ABSTRACT
An efficient technique to comprehend news spreading can
be achieved through the automation of machine learning al-
gorithms. These algorithms perform the prediction and fore-
casting of news dissemination across geographical barriers.
Despite the fact that news regarding any events is generally
recorded as a time-series due to its time stamps, it cannot
be seen whether or not the news time-series is propagating
across geographical barriers. In this article, we explore an
approach for generating time-series datasets for news dissemi-
nation that relies on Chat-GPT and sentence-transformers. The
lack of comprehensive, publicly accessible event-centric news
databases for use in time-series forecasting and prediction is
another limitation. To get over this bottleneck, we collected
a news dataset consisting of 1 year and 3 months related to
the Ukraine war using Event Registry. We also conduct a sta-
tistical analysis of different time-series (propagating, unsure,
and not-propagating) of different lengths (2, 3, 4, 5, and 10) to
document the prevalence of geographical barriers. The dataset
is publicly available on Zenodo.
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1 INTRODUCTION
The process of information traveling from a sender to a set of
receivers via a carrier is commonly referred to as propagation
[3]. News propagate over time by different publishers about
an event. It implicitly raises a few thoughts in our mind, such
as: 1) There will be some news articles propagating similar in-
formation over time; 2) some news articles will be of a unique
category that eventually will not be propagating or propagat-
ing across geographical barriers by a few publishers.
News streaming is classified into events where a relevant set
of news is clustered and represented as an event [8, 9]. And
there is a starting and ending time for an event, which is calcu-
lated by the publication time of the first and last news article.
Hence, an event consists of a set of news articles, and these
news articles follow a certain pattern based on hidden prop-
erties including cultural, economical, political, linguistic, and
geographical [17].
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Moreover, news spreading comes across many barriers due
to different reasons, including cultural, economic, political,
linguistic, or geographical, and these reasons depend upon
the type of news, such as sports, health, science, etc. [18]. For
instance, it is more likely that the news spreading relating to
the FIFA World Cup crosses cultural barriers since it involves
multiple cultures. Similarly, news spreading relating to the Sri-
Lankan economic crisis and the Ukraine-war probably comes
across economic and geographical barriers since these events
involve multiple stances from the international community;
Eid celebrations and Christmas are likely to come across reli-
gious barriers; US elections are likely to come across political
barriers [17].
The identification of news spreading patterns while crossing
barriers can be useful in the context of numerous real-world
applications, such as trend detection and content recommenda-
tions for readers and subscribers. To perform the classification
of news published across barriers (geographical, cultural, eco-
nomic, etc.) and, in that attempt, to recommend and identify
trends of news spreading belonging to different categories,
some methodological considerations are necessary.
In this paper, we introduce an approach to creating a time-
series dataset for news propagation. While previous work has
focused on creating events from collections of news articles [9,
16], we focus on creating propagation time-series. We take the
Ukraine-war as an example to be researched in the propaga-
tion analysis across geographical barriers.
Following are the main scientific contributions of this paper:

(1) We present an approach to creating a time-series dataset
for news propagation.

(2) A dataset for forecasting and predicting news prop-
agation, that has been labeled with the assistance of
Chat-GPT and sentence transformers.

The remainder of the paper is structured as follows. Section
2 describes the related work on barriers to news spreading,
time-series datasets for news propagation, and topic modeling.
Section 3 presents the proposed approach. We discuss the
dataset construction and annotation guidelines in Section 4.
The evaluation details and statistical analysis is explained in
Section 5, while Section 6 concludes the paper and outlines
areas of future work.

2 RELATEDWORK
In this section, we review the related literature about geo-
graphical barriers to news spreading, time-series datasets for
news propagation, and topic modeling.
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Figure 1: An overview of the proposed approach. To cre-
ate the propagation time-series, it calculates the seman-
tic similarity across news utilizing sentence transform-
ers, and to evaluate the labeling process of the news, it
utilizes a summary of the news articles generated by
Chat-GPT.

2.1 Geographical barrier
Sittar reported that the geographical size of a news publisher’s
country is directly proportional to the number of publishers
and articles reporting on the same information [17]. It is also
reported that, based on some factors, the media targets spe-
cific foreign and regional events. For example, the spreading
of news related to specific events may tilt toward developed
countries such as the United Kingdom, the U.S.A., or Russia.
Also, in the past, geographical representation of entities and
events has been extensively utilized to detect local, global, and
critical events [10, 20, 19, 2]. It has been said that countries
with close distance share culture and language up to a certain
extent, which can further reveal interesting facts about shared
tendencies in information spreading [12, 11]. Given the diffi-
culty of gathering longitudinal data, relatively little news flow
research has systematically examined whether and to what
extent foreign nation visibility and the factors that influence it
have changed over time. Specifically, scholarship has typically
only addressed why some countries get more news coverage
than others at a specific point in time, not how and why the
focus shifts over time from one country to another [5]. In this
context, we propose an approach to collecting data to analyze
the news spreading across geographical barriers.

2.2 Time-series datasets
News propagation can be represented in the form of a time-
series [17]. The properties of cascading time-series can tell
us the relationship between the time and size of cascading. It
further answers which events last over a longer period with
large communities across different languages. A time-series
dataset can be used to understand evolving discussions over
time. Different studies have utilized time-series datasets, such
as [1] investigates how different discussions evolved over time
and the spatial analysis of tweets related to COVID-19. [14]

identifies how the discussions evolved over time in top news-
papers belonging to three different continents (Europe, Asia,
and North America) and nine different countries (UK, India,
Ireland, Canada, the U.S.A., Japan, Indonesia, Turkey, and Pak-
istan). It uses spatio-temporal topic modeling and sentiment
analysis. Different classification or mining tasks are proposed
using time-series datasets. [6] has proposed the task of pre-
dicting stock market values such as price or volatility based
on the news content or derived text features. Similarly, to fore-
cast the values, a set of final classes is already defined, such
as up meaning an increase in price, down meaning a decrease
in price, and balanced meaning no change in price. Also, the
same technique has been applied to predict price trends (in-
cline, decline, or flat) immediately after press release publica-
tions. Also, Good news articles are categorized as inclines if
the stock price relevant to the given article has increased with
a peak of at least three points from its original value at the
publication time [13].

2.3 Topic modeling
Generally, to find out the most important topics inside an
event, multiple solutions have been proposed, including pool-
ing based LDA and BERTopic. Unlike simple static topic mod-
eling, pooling-based techniques assume that the data is par-
titioned on a time basis, e.g., hourly or daily. Pooling-based
techniques are mostly applied to social media, where docu-
ments or tweets are partitioned based on hashtags and authors.
BERTopic leverages transformers and TF-IDF to create dense
clusters, allowing for easily interpretable topics while keeping
important words in the topic descriptions. Therefore, the result
is a list of topics ranked according to their importance.

The topic modeling techniques are performing surprisingly
well. The relation of such topics to their hidden characteristics,
such as cultural, economical, and political, has been analyzed
in many studies because understanding its dynamics can help
governments disseminate information effectively [4, 17, 14,
15]. It has changed rapidly in recent years with the emergence
of social media, which provides online platforms for people
worldwide to share their thoughts, activities, and emotions
and build social relationships [7]. Over the years, scholars
have studied the relationship between the news prominence
of a country and its physical, economic, political, social, and
cultural characteristics [11]. Communication scholars have
long been interested in identifying the key determinants of
what makes foreign countries newsworthy and why some
countries are considered more newsworthy than others [5].

3 APPROACH
This research article presents an approach to creating a time-
series dataset for news propagation across geographical bar-
riers, as shown in Figure 1. In the first step, we call an API
that extracts the news articles from the Event Registry be-
longing to Ukraine-war. In the second step, we extract meta-
data related to news publishers via searching for the news
publishers on Google and extracting their Wikipedia links.
Using these links, we obtain the necessary information from
Wikipedia-Infobox [17]. We use the Bright Data service to
crawl and parse Wikipedia-Infoboxes. In the third step, we
perform the summarization of news articles. In the last step,
we create a propagation time-series and perform labeling of
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the time-series. To calculate the semantic similarity, we utilize
monolingual sentence transformers. Since the propagation
of information can be captured in the form of time-series we
create time-series of different lengths, such as 2, 3, 4, 5, and
10. To evaluate the labeling process, we manually compare the
summary generated by Chat-GPT (see Section 5).

4 DATASET CONSTRUCTION
We collected the news articles reporting on the Ukraine-war.
Since Russia invaded Ukraine on February 24, 2022, in an es-
calation of the Russo-Ukrainian War, we fetched news articles
that were published between January 2022 and March 2023.
The dataset consists of 61261 news articles. Each news article
consists of a few attributes: title, body text, name of the news
publisher, date, and time of publication.

4.1 Semantic similarity
We calculate the cosine similarity between dense vector gen-
erated by sentence transformers. Sentence Transformers is
a Python framework for state-of-the-art sentence, text, and
image embeddings. Cosine similarity varies between zero and
one; zero means no similarity, and one means maximum simi-
larity, i.e., a duplicate article.

4.2 Chat-GPT Summarizing
Since manual evaluation of propagation time-series is difficult
because of the length of the news articles, we utilized Chat-
GPT to get the tags, categories, and summary representing
the whole article. Summarizing a text is one of the many tasks
ChatGPT is extremely good at. We can give it a piece of con-
tent and ask for a summary. By customizing our prompts, we
can get ChatGPT to create much more than a plain summary.
We have used the OpenAI API with the Python library. We
used the following prompt to fetch the summary of the text,
categories, and tags: "Please summarize the text and suggest
relevant categories and tags for the following content: article-
Text:". articleText is a variable representing the text of a news
article.

4.3 Annotations of time-series
We created three types of time-series recursively and anno-
tated them based on a threshold of semantic similarity, as
shown in Algorithm ??. The threshold to decide the type
of propagation time-series has been set by manually ana-
lyzing the similarity and summary of news articles. We set
three thresholds for all three types of labels (propagating, un-
sure, and not-propagating). For instance, the time-series with
greater or equal to 0.7 similarity were labeled "Propagating",
the time-series with greater or equal to 0.5 similarity were la-
beled "Unsure", and the time-series with less than 0.5 similarity
were labeled "Not-propagating". This criteria has been followed
for the minimum length of a time-series (2). However, for the
length of a time-series greater than 2, we count the number
of pairs with each label, and then the time-series is labeled as
one with the highest count. If two labels have the same highest
count, then we give priority to the "Propagating" label over
"Unsure" and "Unsure" over "Not-Propagating". The Algorithm
?? takes five parameters, such as the start and end of the data-
frames, a copy of the data-frames, length of the time-series,
and an array. The statistics about the propagation time-series
are presented in Figure 2.

To annotate the propagation time-series across geographi-
cal barriers, we consider the label "Propagating" for a pair of
news articles if the pair is published from two different coun-
tries; otherwise, we label it "Not-Propagating". We repeat this
process for all lengths of news articles. The statistics after ap-
plying this guideline are presented in Figure 3.

5 STATISTICAL ANALYSIS AND
EVALUATION

The statistics about the propagation time-series without taking
geographical barriers into account are presented in bar chart
2. The number of time-series with the label "Propagating" is
higher than the "Unsure", and "Not-Propagating" labels when
the length of the time-series is 3 or 5, whereas in the other
three cases (2, 4, and 10), the number of time-series is equal for
all three labels. The statistics of the propagation time-series
that are generated after taking the geographical location of
the news publisher into account are presented in bar chart 3.
The number of propagation time-series with "Propagated" and
"Unsure" labels reduced to almost 40% whereas the number
of propagation time-series with the "Not-propagated" label
increased significantly.

For the evaluation of the dataset, we have checked the sum-
mary, including categories and tags of articles for a specific
label, manually. We randomly selected 50 time-series of dif-
ferent lengths for all three types of labels. According to the
manual evaluation, the propagation time-series with the "Prop-
agating" label followed almost one or two themes of discussion
for all the news articles in a chain. For instance, the following
topics have appeared in the propagation time series of length
5: 1) "The United States will be sanctioning Russian President
Vladimir Putin; 2) "the national team of the Polish FA will not
play against Russia; 3) the Polish Football Association will not
play its World Cup qualifying match against Russia; 4) "the
Polish Football Association has refused to play a World Cup
against Russia; 5) "the Polish national team does not intend to
play-off match against Russia". On the contrary, propagation
time-series with "Not-Propagating" labels discussed always dif-
ferent points of view about the Ukraine-war. For example, the
following topics have appeared in the propagation time-series
of length 5: 1) "a resolution passed against Russia in the United
Nations"; 2) "Canadian president urges to impose sanctions
against Russia"; 3) "the UN Security Council has voted on a
US-led draft resolution; 4) "President Trump is inviting Russian
President Vladimir Putin to come to Washington; and 5) "India
abstained from the vote on the draft resolution". However, in
the case of propagation time-series with "Unsure" labels, there
were three or four sub-topics discussing the Ukraine-war.

Evaluation results show that as the window size increased
to capture the information propagation, the noise of overlap-
ping topics also increased. Similarly, this overlapping window
presented sub-topics that overlapped at the time of publication.
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Figure 2: The bar chart shows the statistics about the
propagation time-series of different lengths (2, 3, 4, 5, 10)
that has been labelled as "Propagating", "Unsure", and
"Not-Propagating". The x-axis shows the length of time-
series, the y-axis shows the count of the propagation
time-series.

.

Figure 3: The bar chart shows the statistics about the
propagation time-series after applying the condition of
the location of a news publisher. Each bar presents three
types of propagation time-series that has been labelled
as "Propagating", "Unsure", and "Not-Propagating". The
x-axis shows the length of time-series, the y-axis shows
the count of the propagation time-series.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we have presented an approach to creating a
time-series dataset. The goal of this work was to investigate
the length of the propagation time-series for news propagation.
In the future, we plan to utilize the same approach for different
events. Moreover, currently, geographical barriers have been
analyzed. In the future, we would like to extend the barriers to
political, economic, and cultural barriers and find patterns of
news propagation. Also, we would like to perform prediction
and forecasting on the labeled time-series dataset. We would
like to perform experiments with classical time-series classi-
fication methods, deep learning, transformer-based methods,
and large language models (LLMs).
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