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ABSTRACT
Word sense disambiguation is an important task in natural lan-

guage processing and computational linguistics with several

practical applications, such as machine translation and speech

synthesis. While the bulk of research efforts are targeted to Eng-

lish, some multilingual resources which include Slovenian have

emerged recently. We utilized the Elexis-WSD dataset and a mul-

tilingual large language model to train models for word sense

disambiguation in Slovenian, using sentence pairs with match-

ing lemmas and matching or different word senses. The best

model achieved an 𝐹1 score of 81.6 on a Slovenian test set, al-

though the latter had a restricted vocabulary due to filtering

and is not comparable other testing frameworks. The exhaustive

generation of sentence pairs for given lemmas and senses did

not improve model performance and reduced the performance in

out-of-vocabulary testing. Training on a mixed English-Slovene

dataset maintained high test set as well as out-of-vocabulary

results.

KEYWORDS
word sense disambiguation, transfer learning, multilingual trans-

former

1 INTRODUCTION
Word sense disambiguation (WSD) aims to identify the correct

word sense used in a particular context. It is a long-standing

problem in the field of computational linguistics and is impor-

tant for downstream applications, such as machine translation,

information retrieval, text mining, and speech synthesis. Recent

WSD approaches use pre-trained large language models such

as BERT [3], fine-tuning them on annotated data. As with most

supervised machine learning approaches, there is a bottleneck

on high-quality training data acquisition. The problem is severe,

as standard WSD approaches treat each word sense as a separate

target label. A partial solution is to use multilingual pretrained

models that can leverage several WSD datasets.

In this paper, we demonstrate a methodology for cross-lingual

transfer learning for WSD in Slovene that does not require com-

patible sense inventories in different languages. The proposed

approach also works on out-of-vocabulary data.

After outlining related works in Section 2, we describe WSD

models we developed for Slovene in Section 3, and their evalu-

ation in Section 4. In Section 5, we provide an interdisciplinary

critique of the current approaches to WSD that may be informa-

tive for future research. Section 6 presents the conclusions and

ideas for further work.
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2 RELATEDWORK
One of the first WSD algorithms was Lesk [11] and its various ex-

tensions that are based on the word overlap between pre-defined

sense definitions and target sentences. Conceptually, modern ap-

proaches to WSD remain strikingly similar, with advances stem-

ming mostly from increasingly complex word representations

(e.g. contextual word embeddings) and expansive lexicographical

resources (e.g. a gloss list for word senses in SemCor). Recent

approaches use supervised learning directly on word sense anno-

tations [5], enrich sense definitions with various lexicographical

resources [7, 19] and include lexical databases as graph data in

conjunction with contextual word embeddings [2].

Until recently, the development of contemporary WSDmodels

for Slovenian has been hindered by a lack of available datasets.

That was partly addressed by the inclusion of Slovenian in the

multilingual Elexis-WSD and XL-WSD datasets [12, 16]. Models

trained on the latter obtained an 𝐹1 score of 68.36% for Slovene

WSD, which is significantly lower than state-of-the-art English

models scoring 80% or above (although differing test frameworks

preclude direct comparisons).

3 METHODOLOGY
In this section we describe the training procedure, data prepara-

tion and testing framework used to develop and test the Slovenian

WSD models.

3.1 Training Task and Setup
We operationalized WSD as a sentence-pair binary classification

task that distinguishes between sentence pairs with an identical

or distinct word sense for a target lemma. Word senses were thus

defined solely through annotated examples without the need for

a secondary source of sense definitions (e.g. sense collocations,

coarse semantic tags or glosses). Casting WSD as a binary classi-

fication task allowed us to combine Slovene and English datasets,

as sentence pairs could be generated from different WSD datasets

irrespective of sense inventory compatibility. Examples of the

sentence pairs can be found in Table 1. The drawback of this

approach was a significant data loss from filtering, as many lem-

mas did not have enough senses and use examples to generate

sentence pairs.

For the base model, we used the pre-trained model CroSloEn-

gual BERT [22] that can encode Slovenian, Croatian, and English

texts. To reduce the training time and computational require-

ments, we used bottom layer freezing [10], gradient accumulation,

and early stopping for non-converging models. Hyperparameter

tuning was done on a 10% sample of the training data. We set the

learning rate to 3e-5, gradient accumulation steps to 16, the batch

size to 48, and the number of epochs to 2. Training a single model

on 20% of all Slovenian sentence pairs required approximately 4

hours using a 16 GB NVidia GPU.
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Table 1: Two Examples of the lemma Cirkus in the Pair Dataset and its English translation.

Lemma Sentence 1 Sentence 2 Match

Cirkus Družina na sliki s ’cirkusom’ postuje po deželi. Uprava ’cirkusa’ ni odpovedala predstave. Yes

Circus Family on the photo travels around the country with ’circus’. The ’circus’ management did not cancel the show. Yes

Cirkus Uprava ’cirkusa’ ni odpovedala predstave. Zganjali so ’cirkus’ okrog družinskih vrednot. No

Circus The ’circus’ management did not cancel the show. They were making ’circus’ around family values. No

Table 2: Number of Sentences, Lemmas and Word Senses
in Datasets.

Datasets Sentences (n) Lemmas (n) Word senses (n)

Original Sl. 202,240 5,604 11,069

Filtered Sl. 139,445 1,597 4,633

Full Sl. train 104,316 1,597 4,633

10% Sl. train 99,205 1,597 4,633

20% Sl. train 102,548 1,597 4,633

Validation 6,972 691 1,743

Test 28,157 1,597 4,633

10% En. train 27,028 2,852 9,683

20% En. train 27,123 2,852 9,683

20% mix train 126,233 4,437 14,316

OOV 3,006 25 50

3.2 Data Preparation
Weused both Slovenian and EnglishWSD datasets. The Slovenian

data was obtained from the Slovenian section of the Elexis-WSD

corpus [12] and the English data was drawn from SemCor to

approximately match the size of the filtered Slovenian data.

Over 50% of the original Slovenian lemmas had a single sense

tag. We removed multi-word and hyphenated senses and repeat-

edly filtered the datasets until there were at least two senses per

lemma with at least four examples. The original dataset was thus

heavily filtered from 202,240 sentences with 5,604 lemmas and

11,069 word sense tags to 139,445 sentences with 1,597 lemmas

and 4,633 word sense tags. Punctuation was removed and target

words were enclosed in apostrophes as a weak supervision signal

[7].

The filtered Slovenian dataset was split into train, test and

validation datasets. For the test dataset, we sampled two or eight

sentences per word sense (depending on the total number of

available sentences). The lower limit was needed to create sen-

tence pairs and the upper limit was used to prevent frequent

lemmas and senses from giving overly optimistic test scores. The

validation dataset was created by sampling four sentences per

word sense from lemmas with at least eight sentences, assuming

frequent senses would be sufficient to detect over- and under-

fitting. The remainder of the data was kept for training. The

Slovenian training and testing datasets contained the full cov-

erage of included word Slovenian senses (4,633 distinct senses)

and the validation dataset contained 1,743 senses. All Slovenian

datasets included the full coverage of included lemmas (1,597).

The Slovenian training dataset contained 104,316 unique sen-

tences, the testing set 28,159 sentences and the validation dataset

6,972 sentences.

The filtered Slovene datasets were transformed into a dataset

of sentence pairs by generating sentence combinations between

sentences sharing a lemma.We limited the number of non-matching

combinations generated to the number of possible matching com-

binations for each word sense. By storing infrequent sense pairs

and downsampling frequent ones, we created two smaller Slovene

sentence-pair datasets with the size of 10% and 20% of the original

dataset.

The English dataset was created to complement the Slovenian

one: we filtered out senses and lemmas that could not generate

sentence pairs, filtered out infrequent lemmas, created a sentence-

pair dataset and downsampled it to the size of the two smaller

Slovenian datasets. The number of negative and positive pairs

was roughly balanced for all pair datasets. Additionally, multi-

ple smaller Slovene datasets [4, 13, 14, 17, 20, 21] were joined

and filtered to create an out-of-vocabulary (OOV) dataset that

included only lemmas absent from the main Slovenian dataset.

The OOV dataset consisted of sentence pairs with matching or

non-matching word senses for a target word. Table 2 summarizes

the number of sentences, lemmas, and senses for each dataset.

In total, we trained 7 models that differed in the training data

used: the entire Slovene dataset, the 10% Slovene dataset, the 20%

Slovene dataset, the 10% English dataset, the 20% English dataset

(with and without early stopping) and the mixed 20% dataset

(a concatenation of the 10% Slovene and English datasets).

3.3 Evaluation Settings
Model performance was measured using the 𝐹1 score and the

Matthews correlation coefficient (MCC). The latter is a chi-square

statistic computed from the confusion matrix of classification

results. It served as an additional performance metric and en-

abled us to compare models without having to predict specific

word sense tags (e.g., evaluate models on the OOV dataset with

dissimilar lemmas and sense tags).

Two methods were used to predict the sense classes on the

Slovenian test set. The first prediction method, called the average
sense probability heuristic (ASP) used the test set structure with

the models’ binary classifier to determine the most likely sense.

The target sentence was combined with all other test sentences

sharing a lemma (except with itself) and a softmax value was

obtained for each pair. The softmax values were averaged based

on the sense tag of the non-target sentence and the sense with

the highest average score was chosen as the sense prediction for

the target sentence. The second prediction method used near-

est neighbour matching between target sentence embeddings

and sense embeddings. The latter were created by converting the

entire Slovenian training and validation dataset into sentence

embeddings [18] and averaging them by their word sense tags.

The test sentences were likewise embedded and their sense label

was predicted by selecting the sense embedding with the lowest

cosine distance from the target sentence embedding.

The most frequent sense (MFS) heuristic as well as the sense

embedding predictions from an untrained model were used as

performance baselines. Lastly, several 𝐹1 scores per model (micro-

𝐹1, macro-𝐹1 and micro-𝐹1 by POS tags) were used as repeated
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Table 3: 𝐹1 Scores of Binary Classifier Predictions.

Model Micro-𝐹1

MFS baseline 40.4

Full Sl. 81.0

10% Sl. 81.4

20% Sl. 80.5

10% En. 68.7

20% En. 46.9

20% En. (early stopping) 80.6

20% mix 81.6

Table 4: Binary Classifier MCC Test and OOV Scores.

Model MCC test MCC OOV

Full Sl. 0.629 0.273

10% Sl. 0.55 0.292

20% Sl. 0.578 0.284

10% En. 0.321 0.268

20% En. 0.004 0.273

20% En. (early stopping) 0.491 0.353
20% mix 0.578 0.326

Table 5: 𝐹1 Scores of Nearest Neighbour Predictions.

Model Micro-𝐹1

MFS baseline 40.4

Untrained model 21.7

Full Sl. 72.8
10% Sl. 50.9

20% Sl. 60.7

10% En. 53.2

20% En. 60.6

20% En. (early stopping) 28.7

20% mix 61.0

measures for model comparison using the Friedman test with the

Nemenyi post-hoc test.

4 RESULTS
We evaluated model predictions with binary classifiers and with

nearest neighbour matching to sense embeddings. Additionally,

we used the Matthews correlation coefficient to evaluate the per-

formance of binary classifiers and evaluate model performance

on the out-of-vocabulary dataset.

4.1 Binary Classifier Sense Predictions
The baseline 𝐹1 from the MFS heuristic was 40.4%. The difference

betweenmodel predictionswas statistically significant (𝜒2
𝐹
= 36.12;

df = 5; n = 8; p < 0.001) with the top three models differing signif-

icantly from the MFS baseline: the models, trained on the mixed

20% training data (𝐹1 = 81.6; p = 0.001), the 10% Slovene data

(𝐹1 = 81.4; p = 0.026), the entire Slovene dataset (𝐹1 = 81; p = 0.004). De-

tailed results from predictions with binary classifiers can be found

in Table 3. The statistical differences between binary classifica-

tion models are presented in Figure 1.

4.2 Binary Classifier Correlation Metrics
As the testing set was transformable into sentence pairs, we used

the binary classifiers directly on the test set and computed a

MCC without predicting sense labels. We also applied the same

procedure to test model performance on the OOV dataset.

The highest correlation between actual and predicted binary

labels was achieved by the model, trained on the entire Slovenian

dataset (MCC = 0.629) followed by models, trained on the 20%

Slovene and 20% mixed datasets (MCC = 0.578; for both). The

highest correlation between the actual and predicted labels on

the OOV dataset was achieved by the model, trained on the 20%

English dataset with early stopping (MCC = 0.353), followed by

the 20% mixed dataset (MCC = 0.326). It should be noted that the

former was a base model with minimal updates, as the training

stopped after a single update at 200 out of 1916 total steps. Inter-

estingly, ranking the models by the amount of included training

data revealed a positive correlation between the number of in-

cluded examples and the testing dataset MCC (𝑟𝑠 = 0.566; df = 5;

p = 0.185) and a negative correlation between the number of

included examples and OOV dataset MCC (𝑟𝑠 = -0.378; df = 5;

p = 0.404), although neither association was statistically signifi-

cant. Detailed results from MCC testing can be found in Table 4.

4.3 Sense Predictions with Nearest Neighbour
Matching

For predictions with nearest neighbour matching between tar-

get sentence and sense embeddings, the baselines used were the

MFS heuristic (𝐹1 = 40.4%) and the predictions from the untrained

model (𝐹1 = 21.7%). The difference betweenmodel predictionswas

statistically significant (𝜒2
𝐹
= 45.11; df = 5; n = 9; p < 0.001). The

only model significantly different from the MFS predictions was

trained on the entire Slovene dataset (𝐹1 = 72.8%; p = 0.003). De-

tailed results from predictions using nearest neighbour matching

can be found in Table 5. The statistical differences between near-

est neighbour predictions from different models are presented in

Figure 2.

Figure 1: Critical Distance Diagram for Nearest Neighbour
Results.

5 DISCUSSION ON INTERDISCIPLINARY
ASPECTS

In this section, we offer a brief critique of the WSD task from the

perspective of psycholinguistics, pragmatics and insights gained

through model development, and suggest options for further

research.

The datasets commonly used for WSD are not transparent in

terms of the specific sense ambiguities they contain in spite of

available typologies. Psycholinguistic literature has identified

significant differences in human processing between homonymy
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Figure 2: Critical Distance Diagram for Binary Classifica-
tion Results.

and polysemy [8], as well as between various subtypes of the

latter (e.g., metonymy and metaphors) [9]. As demonstrated by

the use of the out-of-vocabulary test set, additional datasets,

even if comparatively small, can provide important additional

information on model performance. Incorporating a theoretically

informed typology of polysemy or lexical ambiguity, future re-

search could provide richer descriptions of word sense relations

contained in widely used WSD datasets as well as develop spe-

cific tests for various types of polysemy. The latter could draw

on datasets from psycholinguistic experiments, which commonly

control for a plethora of variables, such as word and sense fre-

quency. We also observed Elexis-WSD and SemCor contained a

large number of single-sense lemmas, which would explain why

𝐹1 scores from the MFS heuristic in related works are commonly

relatively high.

Furthermore, while large language models have achieved state-

of-the-art results in WSD, they do not fundamentally diverge

from distributional semantics [6], which is but one account of

possible disambiguation mechanisms. It is possible, for instance,

to conceptualise word disambiguation as a pragmatic process

whereby the common ground (shared knowledge) between speak-

ers [1] scaffolds disambiguation and by which account speakers

may introduce ambiguity on purpose to meet various commu-

nicative goals [15].

6 CONCLUSION
We developed several word sense disambiguation models for

Slovenian text and achieved comparatively high performance,

albeit on a limited selection of lemmas and word senses. We

demonstrated that including small datasets to measure out-of-

vocabulary performance yields important insights, as the models

tended to generalize better with compacter training datasets.

The models presented in this paper would benefit from a re-

view of Slovenian lexicographical sources and sense inventory

compatibility between them. Replacing annotated sentences with

sense definitions (e.g. collocation lists, coarse semantic tags, gloss

definitions) would greatly increase the number of available train-

ing examples. Other large language models could also be used

and a detailed hyperparameter optimization could be performed

for each model individually.

The source code related to this paper and the datasets used

are freely available
1
.
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