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ABSTRACT
Strategic foresight helps organizations anticipate future chal-
lenges and opportunities, allowing them to handle uncertainty
better.While strategic foresight is becomingmorewidely adopted
across organizations, the process still heavily relies on expert
knowledge, and little of it has been automated through artificial
intelligence. In this research, we explore how media news events
can be analyzed to forecast event types that will take place in
the near future. In particular, we consider it a supervised ma-
chine learning problem with a well-defined set of event types and
leverage graph representation of the media news events to create
graph embeddings, train a classifier, and predict event types that
will likely occur one day ahead. We validated our approach on a
real-world dataset of an American multinational conglomerate
operating in industry, worker safety, healthcare, and consumer
goods.

KEYWORDS
strategic foresight, event prediction, machine learning, graphs

1 INTRODUCTION
Strategic foresight helps organizations anticipate future chal-
lenges and opportunities, allowing them to handle uncertainty
better [9]. Therefore, predicting future event types as a part of
strategic foresight became necessary for businesses to manage
their operations without significant losses. Various events on
a major scale, such as floods, earthquakes, internet failures, or
pandemics, as we are witnessing recently, or on a minor scale,
such as road closures due to sports events or promotions at fairs,
can have a major impact on business operations. By predicting
the next event type, businesses can adjust prices, reschedule
staff, manage stocks, reschedule transportation routes to avoid
delays, and more, and thus reduce losses or increase their sales
and profits.

There is currently a massive number of articles written on Fu-
ture Event Predictions. Based on Zhao [11], the event prediction
methods can be classified in terms of goals into time prediction,
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location prediction, semantics prediction, and a combination of
these. Each goal is divided into subgoals for which various tech-
niques can be applied. According to the classification provided
by Zhao, our technique can be classified as a semantic prediction.

In this research, we explore how graphs can be used to model
media news events and to forecast event types in the near future.
By doing so, we provide a valuable tool for decision-makers,
offering them a clearer view of potential outcomes. Specifically,
our research focuses on using a JSON dataset containing a variety
of articles about a particular business company. We create a
graph representation of the articles and use Graph2Vec to create
embeddings that can be used downstream to fit other machine-
learning models. Using this information, we apply a Random
Forest Classifier to predict the categories of articles about the
company for the following day.

In particular, we expect this to be useful to give organizations
a competitive advantage in fast-changing markets [5]. While
human expertise is valuable, it varies from person to person,
leading to inconsistent predictions. Manually analyzing large
datasets is also time-consuming and prone to errors. AI, however,
can process vast amounts of data, spot patterns, and predict future
event types more accurately.

This work is structured as follows. Section 2 presents related
work that is relevant for this paper. Section 3 describes the data in
the dataset, and the data extraction process. Section 4 introduces
a new approach to predict future event types. Section 5 presents
the results of this research. Section 6 concludes this work and
proposes future improvements.

2 RELATEDWORK
In recent decades there has been an increasing interest in strategic
foresight in the academic field. According to Fergnani (2020)
[2] this is because by "using corporate foresight, organisations
can reconfigure their strategy based on the analysis of business
opportunities suggested by future possibilities". Even in academia
"one of the domains heavily impacted by Artificial Intelligence is
innovation management and in this context especially the area
of Strategic Foresight (SF)" as per Brandtner et. al (2021) [1].

However it seems that strategic foresight methods related to
AI only end up being used by bigger companies with a larger
number of resources. As noted by Kim and Seo (2023) [6], "except
for AI start-ups and players in the consumer electronics and infor-
mation and communication industry, small- and medium-sized
enterprises (hereafter SMEs) in other industries do not demon-
strate competence in AI." Therefore, effective implementation of
AI solutions for strategic foresight in smaller and medium sized
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companies would be one of the topics to be explored in future
research.

In this research however, we focus more on the general imple-
mentation of strategic foresight by means of next event predic-
tion. Exploring similar fields, we found that there was already
some research exploring the field of event predictions, which
rather than focusing on businesses focused on other domains. In
the field of sequential event prediction, several researchers are
exploring diverse methods. Although the methods share some
conceptual similarities with our research, they differ significantly
in methodology and focus. Letham, Rudin, and Madigan (2013)
[7] developed a model that predicts the next event using an
ERM-based approach with logistic regression, focusing on the
presence of events rather than their order. On the other hand, our
work uses labeled article databases and considers the sequence
of past events, using techniques like graph construction, random
walks, and random forests. Yeon, Kim, and Jang (2015) [10] focus
on predicting event flow through visual analytics, using LDA
for topic extraction and emphasizing specific keywords, while
our approach is entirely text-based and relies on graphs. On the
other hand, Hu et al. (2017) [4] use LSTM networks for predict-
ing future subevents, which offers an alternative method to our
non-LSTM-based text analysis.

Although these studies provide useful insights and have of-
fered significant improvement in sequential event prediction,
they may face certain challenges. For instance, Letham, Rudin,
and Madigan (2013) [7] emphasize event presence over sequence,
potentially missing key temporal relationships, while Yeon, Kim,
and Jang (2015) [10] depend heavily on keywords, overlooking
broader context. Additionally, LSTM-based models like those
used by Hu et al. (2017) [4] are powerful however they require
significant computational power. In contrast, our work addresses
these limitations by employing a graph-based approach that pri-
oritizes event sequences and leverages standardized data from
sources like DMOZ andWikipedia. This enables us to make more
accurate and efficient predictions, offering a practical and scalable
solution that enhances predictive accuracy.

3 DATASET
3.1 Data Extraction Pipeline
The event detection pipeline processes about 300.000 English
news articles per day. Each news article is first annotated using
tools like entity linking, topic classification and sentiment detec-
tion. Each article is then split into sentences where each sentence
retains it’s annotations and other meta-data. For each pair of the
entities in the sentence, an event classifier then determines if
there is a particular relation of interest expressed in the sentence
between the two entities. The predefined taxonomy currently
includes 133 event types of interest, ranging from security, en-
vironment, natural disasters, accidents, politics, and other areas.
To classify the events, a neural network transformer architecture
with a pretrained encoder is used. The entire network, including
the encoder, is trained on our supervised dataset using best prac-
tices like online hard example mining, class balancing, dropout,
and consistency regularization. The sentences for which the clas-
sifier finds that it mentions a relation of interest are then stored
in a database, together with the pair of associated entities and
other available meta-data.

Figure 1: Sample of relevant data considered when parsing
an event type to build the dataset.

Figure 2: Event Type Taxonomy

3.2 Data Description
For our research, we used a dataset of events provided by Event
Registry, with media events encoded in JSON format. Specifically,
we analyzed 4,216 events related to the company 3M, recorded
between June 23, 2021, and July 23, 2024. We used a URI to clas-
sify each event, drawing from DMOZ and Wikipedia categories
(Fig. 1). These were selected because they provide standardized
descriptions of the events being reported, which makes the data
consistent and reliable. The events are categorized into 94 distinct
types, which are further grouped into three primary domains:
business, environment, and society. The business domain makes
up the largest proportion of events, accounting for 65 types (69%
of the total), while the environment and society domains contain
13 types (14%) and 16 types (16%), respectively. Within these
domains, the event types are further divided into smaller subdo-
mains, which can be aggregated into larger subdomain units as
demonstrated in the event type taxonomy (Fig. 2).

4 METHODOLOGY
This study uses graph-based techniques to predict future event
types from news articles about a specific company. The process
starts by building a graph that maps relationships between event
types and concepts from Wikipedia and DMOZ. Random walks
are then performed on this graph to extract key information
such as URIs, dates, and event types, which are then transformed
into embeddings using Graph2Vec [8]. Next, the event types are
encoded and adjusted through a process called target shifting.
This step aligns the features to better forecast future outcomes
based on previous data. The predictions are made using a Random
Forest classifier, which is then validated through stratified k-fold
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Figure 3: Event Type Graphs

cross-validation for higher accuracy. The following sections will
present each step of this process in more detail (see Fig. 4).

4.1 Graph Construction
For each article in the JSON dataset, a detailed graph G is gen-
erated using the NetworkX library [3]. The graph construction
process starts by extracting key information such as the article’s
URI(unique identifier), as well as the date associated with the
article and the event types, which are represented by specific
URIs. In addition to these elements, each article also includes two
important lists: ’slots’ and ’categories’. The ’slots’ list contains
wiki and dmoz addresses that are directly related to the event
described in the article, while the ’categories’ list includes vari-
ous classifications of the event. To complete the graph, labels are
created by extracting URIs from the ’slots’ list and filtering the
’categories’ to focus on those with the "dmoz" prefix.

4.2 RandomWalks for Feature Extraction
Once the graphs for each article are constructed, random walks
are performed, starting at a given node (event type) and moving
to adjacent nodes based on specific probabilities. Several random
walks are generated for each node, forming the foundation for
feature extraction processes. A single random walk begins by
initializing the path with the starting node and iterating over a
specified path length. At each step, a random number is compared
with a probability p. If the number is less than p, the walker stays
at the current node, otherwise it moves to a random neighbor. If
no neighbors are available, the walk ends.

Generating multiple random walks for every node follows
a similar approach, using p as the probability of staying at the
current node (set at 0.05). The process involves creating an empty
list to store all random walks and iterating through each node in
the graph. For each node, the specified number of random walks
is generated, and each walk is appended to the list.

4.3 Embedding Generation Using Graph2Vec
The random walks from the graphs are processed similarly to
word sequences in a document. The ’embedding_data’ function
generates vector embeddings for graph data using the Doc2Vec
model. It begins by converting each random walk into a Tagged-
Document, storing these in ’documents_gensim’. The Doc2Vec
model, with a vector size of 5 is trained on these documents,
creating a vector space where similar sequences are positioned
close together.

The function then processes each graph in the graphs dictio-
nary, extracting uri, date, and event type, and generating addi-
tional randomwalks. These walks are converted into embeddings
using the ’infer_vector’ method, and the resulting vectors are
averaged into one final embedding. This embedding is stored in
a dictionary across ’embedding1’ to ’embedding5’, alongside the
graph’s metadata.

4.4 One Hot Encoding & Target Shifting
To transform the categorical event types into binary vectors, One
hot encoding is applied. This allows the model to treat each event
type as a separate class. After extracting relevant column names,
the encoded target data is concatenated with the feature embed-
dings, creating a dataset for model training and evaluation. The
dataset is then aggregated by averaging out the embeddings and
calculating the maximum value of the encoded target columns
for a given day. Finally the ’target’ data is shifted by one day,
which allows the embeddings to forecast the event types for the
following day.

4.5 Random Forest Classification & Stratified
K-Fold Cross Validation

To ensure an effective classification and prediction of the data, A
Random Forest classifier is created.When employing this method,
embeddings are used as features and the one-hot encoded event
types are used as labels. The data itself is split into testing and
training sets, followed by the incorporation of the Stratified K-
Fold cross validation. This technique splits the data into 10 folds,
while ensuring that the event type proportion in each fold re-
mains equal. The model is then trained on 9 folds, with the re-
maining fold being used for validation. This ensures balanced
representation of each class across the folds resulting in a more
effective performance.

5 RESULTS
As mentioned above, the model was trained on a training set,
and then evaluated on a test set. The training set included ap-
proximately 508 samples for each fold, and the test set included
about 10% of the whole set, which amounted to 56 samples per
fold. Using this, the model then predicted the probabilities for
event types for each set. When training the model for each class,
we noticed certain classes did not have enough occurrences to
have at least one entry of such a class per dataset fold and were
skipped. We, therefore, trained the model and predicted for a
total of 45 classes.

To evaluate the discriminative performance of the model, the
ROC AUC score was used. The results produced showed us how
well the model distinguishes between different classes, as well
as the model’s ability to predict future event types. The ROC
AUC score showed us that the average performance of the model
was around 0.5674, and the median was close to it, with an AUC
ROC score of 0.5559, with the highest score reaching 0.8194 and
the lowest reaching a value of 0.3338. While the best scores
demonstrate we can effectively forecast event types ahead of
time, further work is required to enhance results, which in most
cases remain close to 0.5.

6 CONCLUSIONS
This study was used to develop a graph-based approach to pre-
dicting event types in articles. In the process, we utilized ran-
dom walks for feature extraction and Doc2Vec for embedding
generation. Then, we trained the resulting model on a Random
Forest classifier and evaluated it with a Stratified K-Fold Cross
Validation. The model demonstrated solid performance with an
average ROC AUC score of around 0.5674, reaching a peak at
approximately 0.8194. This indicates the model’s effectiveness
in capturing relationships within the data and predicting future
event types.
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Figure 4: Data Extraction Pipeline

However, while the model performed well overall, occasional
fluctuations in accuracy suggest space for further improvement.
We are currently striving to find ways to make graphs more in-
formative. In future work we could refine the feature extraction
process by incorporating larger datasets, with a wider variety
samples and a larger number of companies.
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