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Abstract

IT support organizations require timely and consistent first re-
sponses to incoming support tickets. This paper presents a Re-
trieval Augmented Generation system for automatic generation
of contextually appropriate first replies. The approach combines
semantic similarity search with multi-modal response synthesis,
retrieving similar resolved tickets using sentence embeddings and
FAISS indexing. Response-type detection determines whether
structured templates or personalized conversational replies are
most suitable for each request. The system incorporates tempo-
ral context detection for status updates and employs few-shot
prompting with selected examples to maintain organizational
communication standards. Evaluation using semantic similarity
metrics demonstrates the system’s ability to generate replies that
closely match human-written responses across various ticket
types, providing a practical solution for reducing response times
while maintaining quality and consistency.
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1 Introduction

IT support organizations face increasing volumes of support tick-
ets that require timely and consistent issue resolution, starting
from the first response. Manual processing creates bottlenecks
that delay user support and increases operational costs, while
the quality and consistency of first replies varies significantly
between support agents, leading to inconsistent user experiences.

The primary challenge lies in generating contextually appro-
priate first replies that match organizational communication stan-
dards while addressing the specific nature of each support request.
Support tickets exhibit diverse characteristics: some require struc-
tured template responses with specific form fields, while others
benefit from personalized conversational replies that acknowl-
edge the user’s specific situation.
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Traditional automated response systems relied on template-
based approaches and rule-based classification [2], which pro-
vided consistent but inflexible responses that failed to capture
nuanced requirements. Recent advances in natural language
processing have enabled more sophisticated approaches using
transformer architectures [11] and pre-trained models like BERT
[1]. Retrieval-based systems identify similar historical cases and
adapt previous responses [5], while retrieval-augmented genera-
tion (RAG) [6] combines parametric knowledge in language mod-
els with retrieval from external knowledge bases for knowledge-
intensive tasks.

However, retrieval systems may struggle with novel scenarios,
and purely generative approaches face challenges in maintaining
organizational consistency. Hybrid approaches attempt to bal-
ance flexibility with reliability [3], while response classification
has evolved from traditional feature engineering to transformer-
based models [9].

Our research addresses these limitations by developing an
automated first-reply generation system that combines retrieval-
augmented generation with multi-modal response synthesis. The
system distinguishes between different response types, maintains
organizational communication standards, and generates contex-
tually relevant replies through response-type detection, temporal
context awareness, and few-shot prompting with carefully se-
lected examples.

2 Data

Our dataset consists of 1,847 IT support tickets containing ticket
titles, descriptions, and complete communication logs. Each ticket
includes the full conversation history between users and support
agents, from initial submission through resolution.

The dataset exhibits significant diversity in ticket types, in-
cluding software installation requests, access rights management,
hardware support, VPN configuration, employee onboarding and
offboarding, and system outage reports. Communication logs
contain multiple exchanges, requiring careful extraction of first
replies from the complete conversation history.

We developed a specialized extraction algorithm to isolate the
initial support agent response from the multi-turn conversation
logs. The extraction process identifies timestamp patterns and
user information markers to separate individual responses. The
cleaning heuristics systematically remove formatting artifacts
including: (1) leading and trailing dash sequences, (2) formal
greeting patterns like "Dear Name,', (3) separator lines contain-
ing five or more consecutive dashes, (4) user identification lines
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with parenthetical ID patterns, and (5) responses shorter than 50
characters to filter noise. The algorithm ensures only substantial
first replies are retained by validating minimum content length.

After preprocessing, 1,466 tickets contained valid first replies
suitable for training and evaluation. The first replies range from
50 to 2,000 characters in length, with an average length of 387
characters. Response types include structured template responses
(42%) containing form fields and specific requirements, personal-
ized conversational responses (38%) addressing individual user
situations, and status update communications (20%) providing in-
cident or outage information. Response types were automatically
classified using keyword-based heuristics and regular expression
patterns, as described in Section "3.3 Response Type Detection".

The dataset was split using stratified random sampling with a
fixed seed (random_state=42) to ensure reproducibility. Eighty
tickets were randomly selected for the test set, representing ap-
proximately 5.5% of the processed dataset, with the remaining
1,386 tickets forming the knowledge base for retrieval. The test
set maintains proportional representation across all response
types: 34 template responses (42.5%), 30 personalized responses
(37.5%), and 16 status updates (20%), closely matching the overall
dataset distribution. This stratified approach ensures evaluation
coverage across diverse ticket categories while preventing data
leakage between training and test sets. This was repeated several
times to ensure the selected test sets are representative of the
entire dataset.

3 Methodology

Our system implements a multi-stage pipeline for automated
first-reply generation, combining semantic retrieval, response-
type detection, and few-shot prompting. Figure 1 illustrates the
complete system architecture, showing the flow from input ticket
processing through knowledge base retrieval to final response
generation.
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Figure 1: System Architecture: The complete RAG pipeline
for automated first-reply generation, showing the eight-
stage process from ticket input through embedding gener-
ation, knowledge base search, enhanced scoring, response
type detection, and final reply generation using GPT-4.

3.1 Knowledge Base Construction

We construct a knowledge base from historical tickets using sen-
tence embeddings [8]. Each ticket is represented by title and
description embeddings computed using the all-MiniLM-L6-v2
sentence transformer model [12], which provides a compact 384-
dimensional representation optimized for semantic similarity
tasks. We build separate embeddings for titles and descriptions,
plus combined embeddings for comprehensive similarity search,
enabling multi-granular matching across different text compo-
nents.
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The embeddings are indexed using FAISS (Facebook AI Simi-
larity Search) [4] for efficient retrieval with approximate nearest
neighbor search. We normalize embeddings using L2 normal-
ization and employ inner product similarity for fast retrieval,
achieving sub-linear search complexity through hierarchical clus-
tering and inverted file structures. Figure 2 provides a conceptual
visualization of how tickets are positioned in the semantic em-
bedding space based on their content similarity.
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Figure 2: Semantic Embedding Space: Conceptual visual-
ization of how support tickets are distributed in the high-
dimensional embedding space, where semantically similar
tickets cluster together, enabling effective retrieval of rele-
vant historical examples.

3.2 Retrieval System

For each incoming ticket, we retrieve similar historical cases us-
ing a multi-factor scoring approach that combines semantic sim-
ilarity with categorical and structural matching. The enhanced
retrieval score combines:

o Base semantic similarity (50%) from FAISS cosine similar-
ity using normalized embeddings

Category match bonus (20%) when ticket types align, using
exact string matching

Title similarity (15%) using dedicated title embeddings
with cosine similarity

Description similarity (10%) using dedicated description
embeddings with cosine similarity

Response quality bonus (5%) based on response structure
analysis and content completeness metrics

These weights reflect the relative importance of semantic simi-
larity, categorical alignment, and structural relevance in ensuring
that retrieved examples are both contextually appropriate and
organizationally consistent. We retrieve a larger candidate set
(4 the target number) from the FAISS index and apply this multi-
factor re-ranking to select the most relevant examples, ensuring
both semantic relevance and categorical appropriateness.

3.3 Response Type Detection

We implement response-type detection using keyword-based
heuristics with regular expression patterns to classify responses
as template-based, personalized, or status updates. Template re-
sponses are identified by structured formatting indicators such as



form field markers (e.g., "Field:", "Value:"), bullet point patterns,
numbered lists, and specific organizational phrases like "Below
you will find the additional form information."

Personalized responses are characterized by conversational
elements including direct questions, user-specific acknowledg-
ments (e.g., "Thank you for contacting us"), empathy expressions,
and conditional statements. Status updates contain temporal ref-
erences using datetime patterns, incident identification numbers,
system status keywords, and global communication patterns fol-
lowing organizational incident response protocols.

3.4 Few-Shot Prompting

Response generation employs few-shot prompting with GPT-4
[7], using retrieved examples to guide generation through in-
context learning. We construct structured prompts that include:

e Current ticket information (title, description, detected re-
sponse type).

e 4-5 most relevant historical examples with their corre-
sponding responses.

e Response type-specific instructions (template vs. person-
alized formatting).

e Organizational communication guidelines and tone speci-
fications.

Template responses receive strict formatting instructions with
explicit field markers and structural constraints to maintain ex-
act organizational formatting, while personalized responses are
guided toward conversational but professional tone with specific
phrase patterns and acknowledgment structures.

3.5 Temporal Context Detection

We implement temporal context detection using compiled regular
expressions to identify tickets related to system outages, status
updates, or global communications. The detection system uses

non

pattern matching for temporal indicators (e.g., "since", "until",
"during"), incident terminology ("outage", "maintenance”, "down-
time"), and organizational communication markers ("all users",
"system-wide", "scheduled maintenance"). Detected temporal con-
texts trigger specialized status update generation that mirrors
organizational incident communication patterns, including sever-

ity levels, expected resolution times, and escalation procedures.

4 Results

We evaluate our system using semantic similarity metrics and
response quality assessments across 80 test tickets representing
diverse support scenarios.

4.1 Similarity Metrics

We employ two sentence transformer models for comprehensive
evaluation [8]:

o all-MiniLM-L6-v2 [12]: Lightweight 384-dimensional model
optimized for general semantic similarity with 22.7M pa-
rameters

o all-mpnet-base-v2 [10]: Higher-capacity 768-dimensional
model with 109M parameters for nuanced similarity as-
sessment using masked and permuted pre-training

The selection of these two models provides complementary
evaluation perspectives. all-MiniLM-L6-v2 serves as the primary
embedding model in our RAG system due to its computational
efficiency and proven effectiveness in semantic similarity tasks,
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making it suitable for real-time ticket processing. all-mpnet-base-
v2 offers higher representational capacity through its bidirec-
tional encoder architecture and serves as a more sophisticated
evaluation metric, providing additional validation of semantic
coherence through its enhanced understanding of contextual
relationships and nuanced text representations.

Our system achieves an average MiniLM similarity of 0.7841
and MPNet similarity of 0.8048 between generated and expected
responses. These scores indicate strong semantic alignment with
human-written replies, confirmed through cross-validation anal-
ysis showing confidence intervals within a 3% range (+2.9% for
MiniLM similarity). Figure 3 shows the performance variation
across different test tickets, demonstrating consistent quality
across diverse support scenarios.
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Figure 3: Individual Ticket Performance: Semantic similar-
ity scores (MiniLM) for each test ticket, showing consistent
performance across diverse support scenarios with most
tickets achieving similarity scores above 0.7.

4.2 Response Quality Analysis

Quality assessment reveals that 55 out of 80 generated responses
(68.8%) achieve similarity scores above 0.7, indicating high seman-
tic alignment. The system successfully maintains organizational
communication standards while addressing specific user require-
ments. Figure 4 illustrates the distribution of response quality
scores across the evaluation dataset.
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Figure 4: Response Quality Distribution: Distribution of
semantic similarity scores showing that 68.8% of generated
responses achieve scores above 0.7, indicating strong se-
mantic alignment with expected human-written replies.

Template responses demonstrate particularly strong perfor-
mance, with exact structural matching and appropriate place-
holder handling. Personalized responses achieve good contextual
relevance while maintaining professional tone.
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4.3 Response Type Distribution

The system correctly identifies response types in 87% of cases,
routing requests to appropriate generation strategies. Template
detection achieves 90% accuracy, while personalized response
detection reaches 85% accuracy.

Temporal context detection successfully identifies 100% of sta-
tus update scenarios on the tested examples, enabling appropriate
global communication style responses.

The plot of the length of the generated responses against
the expected responses further supports these results. Figure 5
demonstrates that generated responses maintain appropriate
length characteristics compared to human-written replies, with
strong correlation between generated and expected response
lengths.
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Figure 5: Response Length Comparison: Scatter plot com-
paring the length of generated responses versus expected
responses, showing strong correlation and indicating that
the system generates appropriately sized replies consistent
with human writing patterns.

4.4 Error Analysis

Remaining challenges include handling of highly specialized
technical scenarios and tickets requiring complex multi-step pro-
cedures. Some responses exhibit placeholder artifacts when exact
matching fails, and very short or very long responses occasionally
deviate from expected patterns.

The system shows consistent performance across different
ticket categories, with minor variations in quality for edge cases
involving complex technical requirements or unusual organiza-
tional procedures.

5 Conclusion

This paper presents a comprehensive approach to automated first-
reply generation for IT support tickets using retrieval-augmented
generation and multi-modal response synthesis. Our system suc-
cessfully combines semantic similarity search, response-type
detection, and few-shot prompting to generate contextually ap-
propriate replies that closely match human-written responses.
The evaluation demonstrates strong performance across di-
verse ticket types, achieving semantic similarity scores of 0.78-
0.80 and maintaining organizational communication standards.
Cross-validation analysis confirms the stability of these results,
with performance metrics varying within a +3% range, indicat-
ing robust and reliable performance across different evaluation
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scenarios. The system provides a practical solution for reduc-
ing response times while ensuring quality and consistency in IT
support communications.

Future work will explore improving template handling using
instruction-tuned large language models and developing fine-
tuned classifiers for more accurate response type detection, en-
abling more structured and context aware reply generation.
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