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ABSTRACT
In this paper, we present an approach to predict milling over-

load that leverages time series-to-graph transformations, which,

along with domain data encoded as a graph, are fed to predictive

machine learning models. Additionally, we compared the perfor-

mance of the graph-based approachwith the TS2Vec foundational

model, regarded as the State-Of-The-Art. Our results show that

TS2Vec performed best across all timewindows.While combining

TS2Vec and graph embeddings resulted in reduced performance

compared to TS2Vec, it enhanced the outcomes when compared

to the sole use of graph embeddings. Furthermore, combining Or-

dinal Partition Graph and TS2Vec embeddings resulted in more

stable performance across predictive time windows.
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1 INTRODUCTION
Milling, central to mineral processing, involves breaking down

ores into smaller particles, but is prone to abnormal behavior

due to material properties and upstream steps (Hodouin et al.

2001 [3]; Galán et al. 2002 [2]). While traditional control relied

on operators, advances in machine learning (ML) have enabled

data-driven optimization and predictive maintenance (Mobley

2002 [6]). Graph-based methods are increasingly applied to time

series to capture temporal and structural relations (Silva 2021

[8]). Variants include Natural Visibility Graphs (NVG) to capture

the time series topology (Lacasa et al. 2008 [4]; Stephen et al.

2015 [10]), Quantile Graphs for time series values’ transitions

(Silva et al. 2024 [9]), and Ordinal Partition Graphs to capture

regular temporal patterns and their transitions.
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The contributions of this paper include the use of multiple

graph representations (not just one) to capture the structure

of a time series and evaluation of the described approach on a

real-world dataset.

2 USE-CASE DESCRIPTION
BGRIMM Technology Group is a Chinese leader in mining and

mineral processing solutions, focusing on automation and intelli-

gent control, with grinding optimization as a core area. Grind-

ing is both the most energy-intensive step in mineral process-

ing—accounting for 40% of total energy costs—and a key de-

terminant of downstream recovery and product quality (Zhou

et al. 2009 [11]; Lessard et al. 2016 [5]; Groenewald et al. 2006

[1]). At a 10,000 ton/day copper plant in Anhui Province using a

SAG–ball–pebble (SABC) circuit, BGRIMM is developing intelli-

gent control strategies to maximize throughput while preventing

SAG mill overload. Central to this effort is accurate SAG power

prediction, which serves as a feedforward signal to improve feed

regulation and overall process efficiency.

3 DATASET
The dataset used in this article was collected and provided by

BGRIMM Technology Group. The data consists of various sen-

sor measurements from the machines used in their mine’s ore

processing plant, accounting for a total of 42 columns. One col-

umn stores the date and time of the measurement, while the rest

contain numerical values. The sensor data was sampled every

two seconds and compiled across a hundred days from January

1
𝑠𝑡

2019, to April 12
𝑡ℎ

2019, excluding the first two days of April,

resulting in 4.32 million rows in the data. Besides the raw data,

a description of an overload state was also provided. A column

named SAG_2201.power, which represents the power of the SAG

mill, is used to decide whether there is an anomaly in the data.

If the column reaches a value above 4700 [kW] and has an up-

ward trend or whenever it surpasses the value of 4800, this is

considered an overload of the system, and a supervisor might

take appropriate actions to stop the overloading.
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Figure 1: The diagram depicts the milling plant components and how they are connected. The components of interest are
highlighted with red rectangles.

Figure 2: SAG_2201.power column (light gray), where anom-
alies (gray dots) are annotated based on the moving aver-
age (gray), the automatic anomaly label threshold (dotted
black), the possible anomaly label threshold (solid black),
and linear regression slope (positive - dashed and dotted,
negative - dashed).

4 METHODOLOGY
4.1 Data preparation
Based on experts’ input, the samples with SAG_2201.power <

4700 were labeled 0 (no anomalous event), others with 1 (milling

overload). A 1-hour (1800-sample) moving average with linear

regression checked for upward trends; if none, the label was

reset to 0 (see Fig. 2). Next, we selected a subset of columns to

be used in the analysis, utilizing expert knowledge to choose

only those columns that are measured in the workflow before

SAG_2201.power column. The resulting columns are

LIT_2103A.PV, FCV_2201.PID_SP,
SAG_2201.Press_Ziyouduangaoya2, Feeder_Control.SP,
SAG_2201.power and WIT_2101.PV.

4.2 Feature engineering
The raw data from the selected columns was first checked for

any missing values, which were not present. In the next step, we

detected changes in the columns and then replaced the values in

the samples between two such changes with the mean value of

that segment (see Fig. 3a). This data was further simplified with

the help of a k-bins discretizer, which was used to encode each

column with seven values based on the quantile into which each

sample fell (see Fig. 3b). The column named WIT_2101.PV was
excluded from the first step of data simplification and graph rep-

resentations and was processed separately because its values did

not appear to have distinct oscillating levels and did not benefit

from such processing. After discretization, every column had an

integer value between zero and six, and with each row being then

interpreted as a state. The average state duration is 42 seconds.

Repeated states (duplicate rows) were dropped, decreasing the

size of the dataset (see Fig. 3c). For a visual representation of

these steps, see Fig. 3, where the data from one picture is used,

and, where important, also noted in the next one. The data here

include raw data in Fig. 3a, the ’means’ data in Fig. 3a and Fig. 3b,

simplified data in Fig. 3b, and unique sample data in Fig. 3c. The

annotated plot in Fig. 3c is used as the base data for an example

NVG generation in Fig. 4. The numbers represent the same data

point, one in the plot and one in the graph representation.

4.3 Modeling the data as graphs
We employ three strategies for converting time series into graphs:

Natural Visibility Graphs (NVG), Ordinal Partition Graphs (OPG),

and Quantile Graphs (QG). We used the time series to graph and

back library
1
to achieve this.

For each sample in the data, we built a graph representation

of it by looking at the samples within a selected window 𝑤𝑠

preceding it and applying the described time series to graph

strategies on each column, apart from WIT_2101.PV, separately.
Such graphs, called subgraphs, were bound to a default graph

structure that presents which columns are neighboring in the

plant process (see Fig. 1) by connecting a node which represents

the SAG_2201.power column to every other column. The result

of this step was a larger type of graph called a state graph (see

Fig. 5). The black nodes represent nodes for a particular column,

while gray nodes represent the subgraphs created from the time

series. The subgraphs are connected to the column nodes via the

node that corresponds to the first instance from the timeseries.

Depending on the experiment, we made an additional step of

joining𝑤0 many of the state graphs into a larger graph, which

was used to generate embeddings.

1
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(a) SAG_2201.power column (light gray), where a
threshold change detection was used to detect
changes and to replace in-between values with the
mean value (black).

(b) Result (dashed black) of applying a k-bins
discretizer model on the previously simplified
data (solid black) from Fig. 3a. Note the differ-
ent y-axis scales of the overlaid graphs.

(c) A representation of the simplified column data
fromFig. 3b, considering only the unique consecutive
values.

Figure 3: Pipeline of transformations on the
SAG_2201.power column.

Figure 4: The Natural Visibility Graph representation of
the data in Fig. 3c.

A Graph2Vec model from the karateclub library [7] was used

to generate graph embeddings, with an embedding size of 250.

Figure 5: Example of a state graph.

We chose this model for its ease of use and performance reasons.

Column WIT_2101.PV was also transformed into an embedding

form by using a TS2Vec model
2
. The embedding output size was

set to 40, as this is approximately the size of features proportional

to the number of columns in the graph embeddings.

4.4 Model training and evaluation
An initial subset of the data, which included the data from the

first available day, was used to test the performance of different

graph embeddings. This was done to reduce the time andmemory

consumption for the first assessment. A CatBoost model was

used, where it was trained for 800 iterations, with a learning

rate equal to 0.03 and the Cross Entropy loss function, as well

as the leaf regularization parameter set to 0.3. To assess our

model’s ability to predict anomalous states, we also tried to fit

the model on the same data, but with the target column shifted

accordingly. This was done for up to 90 shifts, which is equivalent

to predicting 63 minutes in advance. When we selected the best

graph embeddings, we built and tested the model on the entire

data set.

5 EXPERIMENTS
We conducted three experiments, all of which follow the same

template, where we tested how the structure of a graph affects

the end model’s ability to predict anomalies. This includes first

creating subgraphs as NVG, OPG and QG representations of the

columns with window size 𝑤𝑠 and joining them into the state

graph representation (see Fig. 5). Finally,𝑤0 many of these state

graphs are joined sequentially according to the order given by

the time at which the represented states appear in the data. The

experiments differ in the window sizes𝑤𝑠 and𝑤0. Experiment A

used𝑤𝑠 = 50,𝑤0 = 1, Experiment B used𝑤𝑠 = 15,𝑤0 = 20, lastly

Experiment C used𝑤𝑠 = 15,𝑤0 = 40. If we take the average state

duration of 42 seconds into account, we see that in Experiment

A, data from the last 35 minutes is used, in Experiment B, 15

minutes, and finally in Experiment C, 28 minutes.

We carried out experiments similar to Experiment B, where

the state graphs were structured based only on one specific type

of subgraph. Furthermore, the impact of the separately processed

WIT_2101.PVwas also tested, by repeating the same experiments,

with the difference being that this column’s embeddings were

excluded when training the final model. These experiments do

not have a mark in the ’WIT’ column of the resultst Table 3.

2
https://github.com/zhihanyue/ts2vec
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Time to predict[min]

7 21 35 49 63

0.9905 0.9528 0.8929 0.8235 0.7623

Table 1: ROC AUC results of the experiment where all data
was embedded with TS2Vec models.

Time to predict[min]

Experiment 7 21 35 49 63

A 0.6083 0.5763 0.5356 0.5333 0.4945

B 0.6943 0.6698 0.6364 0.6184 0.6128
C 0.5897 0.5688 0.6109 0.6417 0.5910

Table 2: ROC AUC results of the three experiments with
respect to how far ahead the model is predicting. The best
results are marked in bold text.

Lastly, a separate experiment was carried out, in which all

raw data were processed using the TS2Vec model. Each column

had its own TS2Vec model, which was used to embed the data

associated with that column. Then, a CatBoost model with the

same configuration as in the previous experiments was used

in combination with TS2Vec joined embeddings to predict the

anomalies. These results are gathered in Table 1.

6 RESULTS
The results of the three experiments, which tested the infor-

mativeness of the graph structure, as well as the experiments

designed to determine which type of data is the most predictable,

are summarized in the following tables.

As can be seen in Table 2, Experiments A and C have lower

scores than Experiment B. However, Experiment C approaches

the performance of Experiment B at the maximum predicting

shift. For this reason, and because the types of graphs in Ex-

periment B are smaller compared to those in Experiment C, the

experiments that tested the impact of different types of data used

Experiment B-type graphs. The best results for the final model

were obtained from the data, where all columns were embed-

ded using TS2Vec models, as shown in Table 1. Similarly, the

results in table 3 show that when we predict anomalies from

only the TS2Vec embeddings of the column WIT_2101.PV, the
performance is the best.

Additionally, if we compare the experimentswith WIT_2101.PV
embeddings to the ones without them, we can see that the lat-

ter perform worse. This suggests that the TS2Vec embeddings

are more informative than the graph embeddings. Nevertheless,

when comparing different types of graphs used in the final graph,

we can see that OPGs alone yield the best performance.

A few possible explanations for the difference in performance

between the graph-based and time series-based approaches are

possible. First, when working with graphs, there are more pa-

rameters that need to be optimized, such as window sizes and

parameters for constructing graphs from time series. Another

reason might be that NVGs have approximately thirty times more

edges and eight times more nodes compared to OPGs and QGs,

which makes them disproportionately large. Additionally, the

construction of state graphs has repeated structures, which is

inefficient. Lastly, the TS2Vec embeddings do not have these lim-

itations, and embeddings can be made from the entirety of the

data, as opposed to the simplified ones when not using TS2Vec.

type of data used Time to predict[min]

NVG OPG QG WIT 7 21 35 49 63

✓ ✓ ✓ ✓ 0.6558 0.6418 0.6251 0.6402 0.6184

✓ ✓ ✓ 0.5938 0.6257 0.5831 0.5882 0.5725

✓ ✓ 0.7427 0.7146 0.6930 0.6853 0.6719

✓ ✓ 0.7265 0.6959 0.6586 0.6502 0.6365

✓ 0.7452 0.6978 0.6838 0.6734 0.6578

✓ 0.7219 0.6866 0.6643 0.6416 0.6096

✓ 0.9292 0.9025 0.8893 0.8004 0.7042

Table 3: ROCAUC results of themodels trained on different
types of graphs and data for Experiment B across all days.
The best results are written in bold text, while the second
best are underlined.

7 CONCLUSIONS
In this paper, we discuss the use of graph-based time series rep-

resentations for training machine learning models. Our experi-

ments suggest that while this approach has potential, it did not

outperform the TS2Vec foundational model and was unable to

yield superior results when combined with it. Future work will

explore alternative graph representations and utilize GNNs to

integrate topological, semantic, and time series information di-

rectly into a single machine learning model, aiming to achieve

superior results.
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